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Abstract. Content-based image retrieval (CBIR) with global features is notori-
ously noisy, especially for image queries with low percentages of relevant images
in a collection. Moreover, CBIR typically ranks the whole collection, which is
inefficient for large databases. We experiment with a method for image retrieval
from multimodal databases, which improves both the effectiveness and efficiency
of traditional CBIR by exploring secondary modalities. We perform retrieval in
a two-stage fashion: first rank by a secondary modality, and then perform CBIR
only on the top-K items. Thus, effectiveness is improved by performing CBIR
on a ‘better’ subset. Using a relatively ‘cheap’ first stage, efficiency is also im-
proved via the fewer CBIR operations performed. Our main novelty is that K is
dynamic, i.e. estimated per query to optimize a predefined effectiveness measure.
We show that such dynamic two-stage setups can be significantly more effective
and robust than similar setups with static thresholds previously proposed.

1 Introduction

In content-based image retrieval (CBIR), images are represented by global or local fea-
tures. Global features are capable of generalizing an entire image with a single vector,
describing color, texture, or shape. Local features are computed at multiple points on
an image and are capable of recognizing objects.

CBIR with global features is notoriously noisy for image queries of low generality,
i.e. the fraction of relevant images in a collection. In contrast to text retrieval where
documents matching no query keyword are not retrieved, CBIR methods typically rank
the whole collection via some distance measure. For example, a query image of a red
tomato on white background would retrieve a red pie-chart on white paper. If the query
image happens to have a low generality, early rank positions may be dominated by
spurious results such as the pie-chart, which may even be ranked before tomato images
on non-white backgrounds. Figures 2a-b demonstrate this particular problem.

Local-feature approaches provide a slightly better retrieval effectiveness than global
features [1]. They represent images with multiple points in a feature space in contrast to
single-point global feature representations. While local approaches provide more robust
information, they are more expensive computationally due to the high dimensionality
of their feature spaces and usually need nearest neighbors approximation to perform
points-matching [18]. High-dimensional indexing still remains a challenging problem
in the database field. Thus, global features are more popular in CBIR systems as they
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